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Abstract

The FIPA Agent Communication Language
includes a Library of Communicative Acts,
which agents use to interact socially. This li-
brary allows agents to exchange information,
and to speak about action performing, two
generic social functions that are needed in
any multiagent system. However, when de-
veloping a specific application, the agent in-
teraction should be described in less abstract
terms, by means of more expressive commu-
nicative acts. In this paper, a structured ap-
proach to the design of communicative act li-
braries for multiagent applications is put for-
ward, which takes into account both, the cri-
teria of reusability and expressiveness. The
approach is illustrated for the case of the de-
sign of an advisory subcatalogue of commu-
nicative acts, appropriate for a large num-
ber of multiagent domains such as Intelligent
Tutoring, Decision Support or Personalized
Agents.

1 Introduction

Agent Communication Languages (ACLs) are consid-
ered to be the centerpiece of today’s multiagent sys-
tems (MAS). This is not surprising, as in most multi-
agent settings agents need to influence their acquain-
tances’ behaviour through communication. Thus, a
shared ACL becomes a prerequisite for implement-
ing social action in a multiagent world. Setting out
from the components of an ACL, meaningful interac-
tion patterns can emerge, shaping the MAS’ proper-
ties both on the macro and on the micro level.
Modern ACLs, such as FIPA-ACL [6], are grounded
in Speech Act Theory [2][12]. In essence, they provide
a catalogue of communicative acts (CA), that artifi-
cial agents are supposed to use when communicating
with each other, as well as with their human users.
A primary goal of a general purpose catalogue, such
as FIPA ACL’s communicative act library (CAL), is
to provide a standardized set of CAs with a precise
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semantics which, if shared by all agents, ensures a
smooth “interoperation” among them. The decision
which CAs to include in a CAL is usually based on a
trade-off between generality and expressiveness: CAs
of a general-purpose ACL are supposed to be generic
enough to be used in a variety of contexts. FIPA ACL,
for instance, abstracts completely from potential do-
main ontologies or particular social or organizational
roles that agents are bound to. By consequence, it
supports conversations based on such generic concepts
as information exchange and action performing.

Although this approach, and its specific focus on
interoperation, seems reasonable at the first glance,
it has given rise to several criticisms (e.g. [8]). In
particular, it ignores the fact that the variety of so-
cial functions that an ACL needs to support increases
with the complexity of the domains as well as with
the social and organizational structures that agents
are involved in'. For instance, modeling complex dia-
logues between control engineers and decision-support
agents in the domain of traffic management results
rather unnatural when only CAs from the FIPA CAL
are used [14]. In addition, several ad hoc CAs, dif-
ferent from those found in the FIPA CAL, have been
proposed whose expressiveness is adapted to support
social interactions that are particularly relevant to cer-
tain MAS settings, such as different types of negotia-
tion [15][18][4][1], intelligent tutoring [9] and decision
support [14]. Still, a principled analysis of the inter-
play between the adequacy of CAs for artificial agents
and the physical, social and organizational contexts in
which they are used is still to come.

In this paper, we aim at exploring the poten-
tial of context-specific extensions to FIPA’s general-
purpose CAL: agents in a specific MAS domain use
certain well-designed “dialects” of FIPA ACL, while
maintaining cross-domain inter-operability through a

'In fact, right from the beginnings of Speech Act The-
ory, Austin [2] emphasized the diversity of the illocutionary
acts that human speakers can perform. The background of
Austin’s remark was Wittgenstein's theory of language in
[17], that first highlighted the functional and constitutive
role that language plays in social life: the representational
use of language is just one of the many functions it can
support. Human interactions show a variety of additional
social functions, so-called language-games.



shared core CAL. The paper is organized as follows:
In section 2 we analyse FIPA-ACL as a domain in-
dependent ACL, and provide a simple taxonomy that
structures FIPA-CAs according to their social func-
tion. Section 3 discusses strategies for developing
context-specific extensions to FIPA ACL. Section 4
gives an example of such an extension with respect to
the design of an advisory subcatalogue of communica-
tive acts. Finally, in Section 5, we present some con-
clusions respecting potential benefits and drawbacks
of the design of context-specific dialects to general-
purpose ACLs.

2 The structure of the FIPA CAL

This section reviews the fundamentals of FIPA ACL
and analyses the design choices made by FIPA when
defining their CAL. In particular, it aims at giving
some more structure to the otherwise “flat” FIPA
CAL. Setting out from this structure, the presence of
the FIPA CAs in the catalogue, as well as their spe-
cific characteristics, are justified. FIPA’s conception
of CAs and the basics of their formal semantics are
sketched first. Then, the set of generic social func-
tions supported by the CAL are identified. Finally,
CAs are classified according to these functions and
FIPA’s tradeoff between expressiveness and reusabil-
ity for the inclusion of CAs is analyzed.

The catalogue proposed by FIPA contains 22 CAs.
The meaning of these CAs is established in term of
the SL language [7]. The semantic framework under-
lying the formalisation of CAs sets out from a first-
order language, including modal operators of differ-
ent mental attitudes (belief, uncertainty and choice)
and actions (feasible, done)[11]. The logical model
for the belief and choice operators is a KD45-model
(with choice and belief necessitation rules). Thus,
beliefs and choices are consistent, and closed under
logical consequence. Moreover, agents are positively
and negatively introspective with respect to their be-
liefs and choices. Uncertainty is such that the fol-
lowing set of formulae are mutually exclusive [10]:
{Bi_'(ba Ui_'(ba Ul¢a BlQS}

Within this framework, the assumption of rational-
ity is captured by stating different axioms (or prop-
erties), which account for the relationships between
the agent’s mental attitudes [10]. For instance, the
realism constraint: = B;¢ = C;¢, avoids agents to
adopt preferences which are in conflict with their be-
liefs. In addition to basic rationality principles and
constraints, such as the ones described in [6], further
axioms may be added to account for a more coop-
erative behaviour between agents, such as the adop-
tion (or transfer) of intentions and beliefs of another
agent[3]. However, it should be noted that these co-
operative axioms are not part of the current FIPA
semantic framework.

With respect to the modeling of actions, their mean-
ing is given in terms of a set of formulae, which is
structured in two major parts. The first one estab-
lishes the rational effect (RE) of the action, i.e. the
reasons to plan it. The second one states the feasi-

bility preconditions (FP) which must be fulfilled if the
action is to be planned. In the case of communicative
actions, the RE corresponds to the perlocutionary ef-
fect of the CA, and the FPs can be further decom-
posed into ability preconditions and context-relevance
preconditions [10]. Using the terminology of speech
act theorists [13], these three sets of conditions closely
follow the illocutionary point, the sincerity and the
preparatory conditions of illocutionary acts, respec-
tively. The following axiom establishes that whenever
an agent observes the consummation of some action
a (communicative or not) it believes any persistent
feasibility preconditions or effects p [3].2

Axiom 1 |= B;(Done(a) = p)

An analysis of the FIPA CAL from a functional
point of view reveals that two major classes of so-
cial activities are supported: those referring to the
beliefs of some agent (informational functions), and
those centered around the behaviour of some agent
(volitional functions). In the first class, we distin-
guish between CAs attempting to modify the beliefs of
the hearer j, such as inform, confirm and disconfirm,
and those intended to be used in social interactions
that target the beliefs of a speaker i (query-if, query-
ref and subscribe). Volitional activities are related
to commitments to perform some action. As before,
within this class we can distinguish between those CAs
used in interactions that refer to a potential action of
the hearer j (request, cfp, accept etc. ) and those tar-
geting the speaker i (propose agree, refuse). Table 1
summarizes our functional analysis.

Obviously, informational and volitional social activ-
ities are ubiquitous, which accounts for the general ap-
plicability of CAs that support them and justifies their
inclusion in a general-purpose CAL. However, it is not
obvious that the CAs to be included are those specified
by FIPA. For instance, to support an exchange of in-
formation in principle two performatives, say tell and
a query, would be sufficient. Whenever the speaker
issued one of these CAs, due to the consummation ax-
iom, the hearer could infer that the speaker believes its
pre-conditions (conventionally specified by the seman-
tics of the CAs) to be fulfilled. However, these pre-
conditions would be rather weak (for instance, in the
case of tell, there would not be any context-relevance
precondition, and the only ability precondition would
just require the speaker to believe the proposition be-
ing conveyed), which accounts for their lack of expres-
siveness. Still, on the other extreme, CAs which are
over-specified with respect to a desired social function
would have so many context-relevance preconditions
that few situations actually satisfied them. So, they
would no longer be useful.

FIPA takes an intermediate position in the above
trade-off between reusability and expressiveness. This
is illustrated by Table 2, which summarizes the subset
of the FIPA CAL supporting the informational activ-
ity directed towards the beliefs of the hearer. Let a

2t basically correspond to property 5 of the FIPA CAL
underlying semantic model [6]



FIPA CAL

Informational functions

Volitional functions

B¢ B¢ Done(< j, act >, ) Done(< i, act >, p)
inform (@) query — if (¢) request(a) propose(a, @)
confirm(¢) query — ref (¢(z)) cfp(a, p(x)) agree(a, ¢)
disconfirm(—¢) subscribe(¢(z)) accept(a, @) refuse(a, ¢, )
reject(a, ¢, ¥)
cancel(a)

Table 1: Social Activities Supported by the FIPA CAL

speaker i, believing proposition p (ability precondi-
tion), attempt to make the hearer j believe p as well
(rational effect). Five mutually exclusive situations
could be considered (context-relevance preconditions):

1. The speaker i believes that the hearer j believes
.

2. The speaker i believes that the hearer j is uncer-
tain about p.

3. The speaker i believes that the hearer j is uncer-
tain about —p.

4. The speaker i believes that the hearer j believes
5. The speaker i is ignorant about the propositional
attitudes of the hearer j about p.

In the first situation, it would not be rational for
the speaker to perform a communicative action with
the aforementioned rational effect, as he believes it is
already achieved. The speaker i’s beliefs respecting
j’s attitude towards p in the second situation can be
implicitly conveyed by using the communicative act
confirm. A competent FIPA CAL speaker would dis-
confirm the proposition —p to encode such beliefs of
situations three and four. In the fifth situation the
speaker can only issue an inform CA. This example
shows that, by using well-designed CAs with an in-
creased level of expressiveness, a speaker is able to
convey more relevant information in a single message.

3 The structure of a context-specific
CAL

In this section we tackle the problem of designing the
CAL of a specific Multiagent System. The different
design alternatives for such a MAS CAL are outlined
first, and criteria to choose among them are intro-
duced. Finally, we propose a simple procedure for
identifying CAs for such context-specific CALs lead-
ing to a particular structure for extended catalogues.

A MAS CAL can be related to the general-purpose
CAL of FIPA in different ways. There are three major
alternatives for the design process:

1. to define a new CAL from the scratch, that in-
cludes ad-hoc CAs which are specially relevant to
the domain (“MAS CAL N FIPA CAL = {}"”);

2. to stick to the FTIPA CAL, but to encode the addi-
tional information to be conveyed in the message
content (“MAS CAL = FIPA CAL”);

3. to use the current FIPA CAL plus new subcata-
logues of communicative actions (“MAS CAL D
FIPA CAL”).

As argued in the last section, the presence and the
characteristics of a specific CA in an ACL can be ex-
plained with respect to the relevance of its social func-
tion. As long as the social activities to be supported
in the MAS are generic, the CAs of a general-purpose
ACL such as the FTPA ACL are sufficient. Still, differ-
ent domains may require different functions from the
CAL and, in particular, the more complex the set-
ting to which a MAS is applied, the more specific will
be the resulting dialogues. For instance, to describe
agent interaction in a complex MAS like, for instance,
an intelligent tutoring system, as an exchange of infor-
mation is too generic. Rather, what tutoring agents
do is to explain concepts, correct the student, etc. The
main point here is to keep the level of abstraction at
which agents communicate closer to the intuitions of
the designers and users of the application. This in-
creased level of expressiveness has important advan-
tages:

1. A more anthropomorphic view of the system to
be developed is achieved (a higher-level program-
ming paradigm).

2. More information about the attitudes of the
speaker is conveyed in a single message (due to
the more complex preparatory conditions, and
the consummation axiom). As a result

the task of ensuring the consistency of the
beliefs of agents is facilitated;

less messages are usually needed so that the
traffic load is reduced;

interaction protocols can become simpler.

3. From the standpoint of human agent interaction,
more information is available to multimodal in-
teraction planners.

If we attended just expressiveness criteria, the first
design alternative would be preferred. However, a
CAL designed from scratch would severely limit agent
interoperability (especially in open systems), and no
reuse would be granted. Although reuse and interop-
erability criteria are met by the second design choice
(to use core FIPA CAL), this option suffers from a lack
of expressiveness. This can be overcome by the third
design alternative: to extend the FIPA CAL with a
set of new communicative actions specially suitable
to that multiagent domain. In this way, we seek a



Ability [ Context-relevance preconditions [ Rational
Preconditions | B;B;—p | B;U;—p | B;U;p | B;Bjp | ﬁBi(Bifjp \% UZf]p) | Effect
[ Bip [ disconfirm(—p) [ confirm(p) | [ inform(p) [ Bjp |
B;—p | [ confirm(—p) disconfirm(p) | inform (=p) | Bi—p |

Table 2: Communicative Acts of the FIPA CAL Supporting Informational Activities

compromise between expressiveness, interoperability
and reusability. The second criteria is guaranteed as
the FIPA CAL is maintained as the core of the cat-
alogue. We pursue the third criteria by grouping the
new CAs in function-oriented subcatalogues so that
reuse in other multiagent domains can be more easily
detected.?

By consequence, the question arises as to how the
CAs of such a context-specific extensions to the FIPA
CAL can be designed. We propose the following three
step procedure:

Identification of Social Activities The first step
is to identify the main social activities that are
particularly relevant to the MAS domain. These
can be obtained from a pragmatic analysis of sev-
eral natural language dialogues, representing pro-
totypical interaction patterns between the agents
of the system. There are three possible types of
social activities: (1) directly supported by the
FIPA CAL; (2) not supported, but potentially
reusable in other multiagent applications; and (3)
particular to the MA application (reuse is not
possible). Advisory interactions are an example
of the second case, as the corresponding cata-
logue is applicable to personal assistant applica-
tions, decision support agents, intelligent tutoring
agents, etc. This subcatalogue will be analyzed in
the next section of this paper. Another candidate
for reusability is a negotiation by argumentation
subcatalogue [15], which might include persuasive
communicative actions such as threaten, appeal
and reward.

Identification of Communicative Acts The sec-
ond task is to identify for each social interaction
a subcatalogue of CAs that best support it. This
requires a pragmatic analysis (based, for instance,
on the work of philosophers of language [12], [13]
or linguists [16]).

Formalisation of Communicative Acts The for-
malisation of the subcatalogues is the last stage,
which aims at describing the formal semantics of
the new communicative acts. The FIPA-ACL se-
mantic model allows for a well-founded extension
of the catalogue (e.g., see [5] for the importance
of this characteristic).

Table 3 summarizes the proposed structure for the
communicative act library of a multiagent application

3Note that the extension of the FIPA CAL is cur-
rently promoted by the standardization body FIPA (see
[6]). However, the difference between our approach and
FIPA is that we suggest a principled extension in terms
of subcatalogues, structuring the new CAs with respect to
social functions.

as suggested by our design procedure.

4 An Advisory Subcatalogue of
Communicative Acts

In this section we attempt to illustrate the design
method described above, by providing a set of com-
municative acts to support advisory interactions. We
assume that in some domain the need for this type of
social function has been already identified (e.g. in a
decision support or a tutoring domain), which allows
us to focus on steps two and three of our design process
in this section. Accordingly, a set of communicative
acts for advisory interactions is identified first, tak-
ing as input relevant work from the field of linguistics
[16]. Next, these performatives are formalised, giving
rise to the desired subcatalogue of CAs, whose use is
finally illustrated by a brief example in the domain of
Intelligent Assistants.

4.1 Identification of communicative acts

Our aim in this subsection is to obtain the illocution-
ary acts for a catalogue to support advisory dialogues.
More specifically, we will focus our attention on the
acts necessary for the advisor, which is the role an
Intelligent Assistant will play. In general, the illo-
cutionary actions which are relevant in this case are
those looking for the interest of the addressee. As
we seek a high degree of expressiveness, we will look
for these actions in speech act catalogues for natural
languages. Particularly well-suited in this context is
the work by Wierzbicka [16], who aims at an analysis
of the English-categorisation of the universe of speech
acts. She provides definitions for around two hundreds
English speech act verbs, which she classifies in groups
according their similarity.

Definitions of individual speech act verbs are given
in a Natural Semantic Metalanguage (NSM) which
consists of a set of nearly 150 English primitive terms.
The illocutionary force of a speech act verb is stated by
its decomposition in an ordered sequence of semantic
components. The two most important components are
the ‘dictum’ and the ‘illocutionary purpose’. The first
one represents the “overt content of the utterance”,
and is encoded in the frame: “I'say: ...”. The second
one represents the “speaker’s (purported) intention in
making that utterance”, and is included in the frame
“I say this because ...”. The other components are
different types of “assumptions, emotions, thoughts
and intentions”. Some analogies can be found between
her categorisation and that of Searle & Vanderveken
[13]: The illocutionary purpose fits well with the il-
locutionary point. The propositional content and the
sincerity conditions can normally be found in the dic-
tum. The other components can be considered as dif-



MAS CAL

FIPA CAL Reusable CALs Particular CAL
Informational Volitional Advisory Negotiation
inform (o) request(a) warn(...) threaten(. ..)
e e recommend(. . .) appeal(. ..)
suggest(...)

Table 3: Structure of a MAS CAL

ferent preparatory conditions (including the mode of
achievement).

In Wierzbicka’s analysis there are seven illocution-
ary verbs which, in principle, could be used by our
artificial advisors: advise, counsel, recommend, sug-
gest, warn, propose, and offer.t Table 4 shows the
definitions of these verbs as given in [16], structured in
terms of Searle & Vanderveken’s categories. The order
of each illocutionary component in the sequence of the
whole definition is given between parenthesis. Besides
the dictum and the illocutionary purpose, there are
five types of particular components, which we think
may help to explain the meaning of these set of verbs.
These are essentially different kinds of preparatory
conditions (which need not be present in all defini-
tions) °:

1. The hearer’s preferences, i.e. what is good or bad
for him. This is a common component for all
verbs. However, it is not always explicitly stated
in a separate component.

2. The presupposition, related to the discourse con-
text, that the addressee would welcome the
speaker’s performance of the speech acts. This
component only appears in the case of recom-
mend, counsel and advise.

3. The current hearer’s attitude about some prob-
lem or action. For instance, the attitude about
some problem X in the case of counsel; or some
action X in the case of warn and offer.

4. The mode of achievement, i.e. the particular way
in which the speaker attempts to get the illocu-
tionary purpose. For instance, the appeal to ex-
pertise in the case of counsel and recommend (the
speaker “know much about such things”), or good
reasons in the case of ‘advise.

5. The expected reaction of the hearer to the
speaker’s advice, suggestion, etc.

In the sequel, we will analyze these natural language
illocutions with the goal of obtaining from them a set
of artificial illocutionary actions, more suited to our
goals. So, it is not surprising that there are com-
ponents which can be dropped for the purpose of a
software agent. This affects in particular the expec-
tations respecting the user’s reaction, as it would be

* Another verb which might be considered as well, is to
explain.

SEmphasized text will be used for those component not
appearing explicitly in a separate component, but included
in another one

vain for our agents to be almost sure about the ac-
complishment of their opinions (as counsel or advise
imply, for instance). Also, there is no need to make
explicit the assumption that their opinion would be
welcome: otherwise, the user simply would not use
the application. Similarly, the assumption concern-
ing the mode of achievement can be cancelled, as it
can be supposed that the agent always appeals to its
expertise in order to issue its advices, warnings, etc.

Warnings

The definition shown in table 4 of a warning is not very
explicit with respect to the dictum, as it attempts to
capture all possible frames in which the verb warn
may happen: warn about, warn to, warn not to, warn
against, etc. From a conceptual point of view there are
three components related to all these syntactic frames:
the “bad thing” expected to happen to the addressee
(“I warn you about the possibility of catching a cold”),
its cause (as in “I warn you not to go out — or against
going out, that way”) and the possible action to avoid
those negative consequences (“I warn you to take the
umbrella”).

Our proposal for a performative to be used by an ar-
tificial agent, similar to the English illocutionary verb
warn, focuses on the “bad thing” expected to happen,
and its possible cause. This leads to the following def-
inition:

Definition 1 Warn

I think Y will be done

I think of X as something that could be bad for you

I think X could be caused by Y

I say: Y could cause to happen something bad (X) to
you

I say this because I want to cause you to know that X
could happen

Advice, Counsel and Recommend

The verbs advise and counsel are quite similar. In-
deed, as Wierzbicka suggests, counsel could be defined
as “professional advice”. Hence, they differ basically
in the supposed mode of achievement (the appeal to
knowledge or expertise in the case of counseling, the
personal “touch” in the case of advise). advise may
have moral connotations: the hearer should do it be-
cause of moral or societal concerns. However, we are
only interested in what users should do with respect to
the instrumentality of their actions for their choices.
With these restrictions, advise and counsel are similar
to recommend, as a recommendation is an attempt of
the speaker to make the hearer know that some ac-
tion is good for him in an instrumental sense, i.e. as
a “means to an end”.



PreparatoryConditions Dictum PreparatoryCond. TllocutionaryPurpose PreparatoryCond.
7~ Y e N\ ™~ e N\ ™~ 7~ Y 7~ Y
Hearer’s Cur- Discourse Con- Hearer’s Pref- “I say: ...” Mode of “I say this be- Hearer’s Ex-
rent Attitude text erences Achievement cause I want to pected Reac-
cause ...” tion
counsel “I assume that “I assume that “ ..that would be “...T think you “I  assume that “...you to know “I assume that
you are thinking you want to know good for you” (2) should do Y” (4) you understand what you should you will want to
about X” (1) “I what I think that 1 have good do” (6) do what I say 1
assume that you you should do reasons to say think you should
don’t know what because 1 know this” (5) ; also do” (7)
you should do much about such “..I know much
that would be things” (3) about such things”
good for you” (2) (3)
advise “I assume you “I think it will be “...1T think you “I assume you un- “...you to know “I imagine that
would want to a good thing if | should do X” (2) derstand that I what you should by saying this I
know  what I you do it” (7) have good reasons do” (5) can cause you to
think you should to say it” (3) “I do it” (6)
do” (1) think if I were you
I would do that”
1)
recommend “I assume that “ ..good for you if “...1T think it “I assume that “...you to know “I don’t know if
you would want you did X7 (8) would be good you would want what 1  think you will do it” (6)
to know what for you if you did to know what would be a good
would be a good X” (3) 1  think would thing for you to
thing for you to be good for you do” (5)
do” (1) because 1 know
much about these
things” (2) “I
assume you will
understand that
I have good rea-
sons to say this”
(4)
suggest “. ..a good thing if “...1  think it “...you to think “I don’t know if
you did X7 (1) would be a good about it” (2) you will do it” (3)
thing if you did
X” (1) “I don’t
want to say that
I want you to do
it” (4)
warn “1 think you “...something bad “OLT(2) “...you to be
might do some- to happen to you” able to cause that
thing that would (1) bad thing not to
cause something happen to you’ ’
bad to happen to (3)
you” (1)
propose “I think it would “...If you people “I know that I “...other people “I assume that
be good if we want it to hap- cannot cause it to to think about it you will say if you
caused X to hap- pen, I want it to happen if other and to say if they want it to hap-
pen” (1) happen” (3) people don’t want want it to hap- pen” (5)
it to happen” (2) pen” (4)
offer “I think that you “I  think of X “...Twill cause X “...you to know “I assume that
may want it to as something that to happen if you that I would you will say if you

happen” (3) “I
don’t know if you
may want it to
happen” (4)

could be good for
you” (1)

say you would
want me to do it”

(2)

cause it to hap-
pen if you said
that you wanted
it to happen” (5)

want it to hap-
pen” (6)

Table 4: English illocutionary Verbs for an Intelligent Advisor




Moreover, we propose to make explicit the partic-
ular “aim” or goal that our agent is supporting, as
this is what justifies the recommendation. Also, we
want the agent to recommend something whenever it
believes that it is currently feasible for us to perform
that action. So, this component is included in the
model (the first one, in the following definition):

Definition 2 Recommend

I think Y could be done

I think of X as something that could be good for you

I think X could be caused by Y

I say: I think Y could be done to achieve X

I say this because I want to cause you to know that Y
could be done

Offers and proposals

We believe that offers are better suited to our arti-
ficial assistants than proposals, as the latter denote
collective actions, that involve the speaker’s interests
as well. However, proposals are not out of scope for
artificial assistant agents. Indeed, as described above,
a similar performative is included in the FIPA ACL
catalogue for negotiation purposes. Thus, an artificial
agent might be interacting with another human, nego-
tiating with him on behalf of its user, and consistently
propose a particular transaction.

With respect to the definition of offer, we drop the
assumption that the hearer says whether he wants the
action done or not, and include it as part of the illocu-
tionary purpose. This means that the agent expects
an answer from the hearer, and tries again if this is
not, the case. This is adequate, as we do not want
our agent’s offers to be dismissed without an explicit
answer. Moreover, similar to definition 2, we add two
new components concerning the feasibility of the of-
fered action Y, and the goal X pursued by the speaker:

Definition 3 Offer

I think Y could be done

I think of X as something that could be good for you

I think X could be caused by Y

I think (but I don’t know) that you may want X to
happen

Isay: T will do Y to achieve X if you say you would want
me to do it

I say this because I want to cause you:

1. To know that I would do Y if you said that you
wanted it to happen

2. To say if you want it to happen

Suggestions

As table 4 indicates, a suggestion is similar to a recom-
mendation in that it supposes that the speaker thinks
the suggested action to be good for the addressee,
and that he does not know whether the hearer will
follow his suggestion. However, Wierzbicka mentions
another use of this verb, which could be of greater use
for our present purposes: this is the case when sug-
gest takes a “that” clause as its direct object, as in “I
suggest that John is in the office”. She claims that,
in this case, the hearer is indeed invited to do some-
thing: to think that it is the case that John is in the
office. But think of this example, with the subjunc-
tive mood, as well: “I suggest John be at the office”.
This use is similar to the first one: indirectly, what is
actually suggested is some action that causes John to

be at the office; however, the focus is on the result-
ing state of affairs, not on the action. In much the
same way, the following definition of suggest aims at a
communicative act to be used to affect the preferences
(not the commitments, nor the beliefs) of the hearer:

Definition 4 Suggest

I think of X as something that is good for me

I say: I think it would be good for you that X

I say this because I want to cause you to think that it
would be good for you that X

4.2 Formalization of the Catalogue

In this section we propose a formalisation of the above
communicative actions, based on the Semantic Lan-
guage (SL) used by FIPA[7]. The SL language is
obviously more restricted than the Natural Seman-
tic Metalanguage proposed by Wierzbicka (not only
syntactically, but also semantically). However, as our
artificial illocutionary actions are simpler than their
natural language counterparts, a proper formalisation
is still possible.

Also, note that we make use of some modal oper-
ators which are not part of the SL specification[7].
These include the choice operator C, and the tempo-
ral modalities Henceforth and Possible. Although the
choice modality is described in the FIPA ACL seman-
tic framework [6] as being part of the SL language, the
FIPA SL specification does not capture it (maybe, be-
cause it is not needed in order to define the semantics
of any FIPA CA). On the other hand, the temporal
modalities are useful abbreviations described in [11],
which could be similarly included in the FIPA SL spec-
ification. They have the the following meaning;:

def

Possible(p) = JeFeasible(e, @)

def

Henceforth(p) = —Possible(—¢)

Warn

Definition 1 indicates that the propositional content
of a warning consists of some state of affairs p and
some action a. The speaker expresses his belief that
it is possible that action a be done in the future, and
that this action will cause p to happen. Moreover,
the speaker expresses his belief that p is a bad thing
to happen to the hearer. This is obviously related to
preferences, and so to the choice operator. A possible
formalisation is: B;Cj—q : ©

5We think this is essentially right; however there are
some drawbacks: for instance, it is possible for an agent to
plan a warning about p, while being in the following state
(which is satisfiable):

B;(Cj—p A —pA
(Ve) Feasible(e, Henceforth(Possible(p) A =C;=p)))
which means that the agent believes that, although p

currently affects negatively the preferences of the hearer,
this will not be true whenever p happens in some future.



FP: B; Possible(Done(a)) A
B; Henceforth(Done(a) = p) A
Bi Cj -p
RE: B;j Possible(p)
In order for the agent to plan this communicative
action, we think it convenient to establish the follow-
ing cooperative axiom, which provides the reasons to

perform a warning (similar axioms could be given for
the other performatives).

Axiom 2 |= B;(Possible(q A C;j—q) = I;B; Possible(q))

Of course, if the agent is equipped with the FIPA
ACL catalogue then there are other candidates to
achieve the given intention: either inform, confirm or
disconfirm. However, in the case that one of these CAs
and also the warn CA, satisfied the preconditions, it
seems intuitive that the agent should issue a warning,
instead of a (dis)confirmation or inform action. This
is because of the Gricean cooperative maxim of quan-
tity and relevance, which favours the use of the CA
that conveys more information relevant to the present
context. The additional information provided by the
warn CA comes from the extra feasibility precondi-
tions, and the observation axiom 1. The “expressive-
ness principle” can be formalised as follows:

Axiom 3 = I;Done(a;|...|an) = ILDone(a;)
,where ar, k € 1...n, are actions with the same RE
(rational effect), and a; is the more expressive ac-

tion” .

Recommend
The dictum proposed in definition 2 suggests a com-
pound propositional content, consisting of the action
a recommended to the hearer, and some state of af-
fairs p. The agent expresses its belief that the recom-
mended action can be done: B; Possible(Done(a)) ,
and that p is a (persistent) rational effect of the ac-
tion a:  B; Henceforth(Done(a) = p) . The context-
relevant feature, that can be assumed when the agent
performs this action, is that p is (currently) good for
the hearer, which could be simply modelled as B; C;jp
. The essential perlocutionary effect is simply to make
the hearer believe that the action can actually be done.

<i, recommend(j, a,p)>
FP: B; Possible(Done(a)) A
B; Henceforth(Done(a) = p) A
B; ij
RE: Bj Possible(Done(a))

Offer

The dictum of definition 3 refers to an action < i, a >
of the speaker and some state of affairsp. The speaker
expresses his belief that the action can be performed,
and that p is one of the results of its execution. These
ability preconditions are also part of recommend.
However, to be able to offer something, an agent must

"The more complex feasibility preconditions and ratio-
nal effect some action has, the more expressive is.

also (introspectively) believe that it has the commit-
ment (“will do”) to perform that action, subject to
the willingness (“you want”) of the hearer. In the SL
language: B;IjDone(< i,a >) = I;Done(< i,a >) .
The main illocutionary purpose of an offer is that the
hearer adopts a similar belief.

<i, offer(j, < i,a >,p)>

FP: B; Possible(Done(a)) A
B; Henceforth(Done(a) = p) A
B;(I;Done(< i,a >) = I;Done(< i,a >)) A
Biij A
U;I;Done(< i,a >)

RE:BjI;Done(< i,a >) = L;Done(< i,a >) A
Done( <j, confirm(i, I; Done(< i, a >))> |
<j, disconfirm(i, I; Done(< i, a >))>)

Suggest

The propositional content of a suggestion (definition
4), is simply some state of affairs p. For an agent
to be able to perform a suggestion, it must have p
as one of its preferences, i.e. C;p . In addition,
it should intend (perlocutionary effect) to make the
hearer prefer p as well. This completes the formali-
sation of the definition proposed above. However, we
may wonder whether it is necessary to explicitly state
the following context-relevance precondition: = B; Bj—p
, as the opposite would commit the speaker to be-
lieve that the hearer cannot adopt the correspond-
ing preference 8. Indeed, this contextual property is
not necessary to guarantee that the speaker considers
possible that the perlocutionary effect can eventually
be satisfied, as this possibility is already implicit in
the intention of the speaker to achieve Cjp (due
to the realism constraint, the following property is
valid: | Ip = —B;—Possible(p)). This means that
the speaker must consider the existence of possible
worlds in which sooner or later the hearer should drop
his belief =p, and choose p. Nonetheless, we require
our agents, in order to plan a suggestion, to believe
that the hearer might currently adopt it. The result-
ing model is expressed as follows:

<i, suggest(j, p)>
FP:Cip A
RE:Cjp

4.3 An Example: a Personalized Trading
Assistant

In this section, we illustrate the relevance of the pro-
posed CAs, by an example of their use in the do-
main of personal assistant agents. We describe the in-
teraction with personalized trading assistants (PTA):

8Due to the realism constraint, the hearer would be
fatally constrained to the choice of —p, and so to the im-
possibility of forming the opposite choice (as choices are
consistent)



agents that play the double role of broker and advisor
to non-expert users in electronic markets, whose main
goal is to keep their users (the investors) “risk free”.
Let us suppose a PTA (acting as a broker) has been
told to transfer some order to the market. The PTA
(acting as an assistant) analyses the order, and con-
cludes that it implies too much risk, given the investor
profile of the client. This context matches the follow-
ing generic scenario: some agent i believes that some
other agent j intends to perform some action a, which
has negative consequences for it. Formally, the infor-
mational state of the agent includes the following first
three formulae as premises; the following propositions
can be derived from them (p stands for the PTA, ¢ for
the client, o for the order andi for the proposition that
the order is inconsistent with the profile of the client):

1. B,I.Done(o)

By, Henceforth(Done(o) = i)

By, Henceforth(Ce—i)

B, Possible(Done(0)) ; from (1)°

B, Possible(i) ; from (4) and (2)

By, Possible(i A Ce—i) ; from (5) and (3)

Then, in accordance with the cooperative axiom 2,
the PTA is committed to make its client aware of
this situation, i.e., I,B,Possible(p) . Given this in-
tention, the rationality principles, and the extended
FIPA CAL with the advisory subcatalogue, two ac-
tions can be planned: < p, inform(c, Possible(i)) >
, and < p,warn(c,i,0) > . Still, given the greater
expressiveness of the latter and an adequate opera-
tionalization of axiom 3, a warning act is chosen for
execution.

S vtk N

5 Conclusions

This paper is a first step towards the design of struc-
tured and expressive CALs. Its first contribution is a
review of FIPA ACL so as to identify and justify the
structure of its CAL. Second, we have addressed the
problem of the design of a CAL for a given multia-
gent application, providing a simple strategy for the
identification and structuring of the CAs that consti-
tute the library. This library is composed of the FTPA
CAL, plus a number of different subcatalogues with
a relevant social function in the MA domain. Some
of these subcatalogues may be generic enough to be
reused in other domains. In that way, the structuring
of the reusable catalogue of communicative actions,
and the expressiveness of the extended subcatalogues,
will help multiagent system designers to choose those
performatives which best fit their particular applica-
tions. These characteristics partially compensate the
increase of the catalogue complexity due to the new
CAs, with respect to that of the FTIPA CAL. Finally,

9Note that the PTA acts as a broker as well, so that the
possibility of having the order transfered to the market de-
pends on itself. Due to its competence in the performance
of this kind of actions, it can inferred that the satisfaction
of the client’s intention is actually possible

we have proposed a set of CAs to support advisory di-
alogues. Although these CAs are primitively defined,
new CAs for other applications might be composition-
ally defined in terms of existing FIPA CAs.

We hope that the ideas presented in this paper can
contribute to the way in which FIPA ACL will be ex-
tended in the future, an issue that has received special
attention in the latest version of the definition of FIPA
CAL. In particular, they pave the way for practition-
ers within the MAS community to participate actively
in the future evolution of FIPA ACL, by contribut-
ing CAs to subcatalogues that tackle social functions
necessary in their particular application domains. Fi-
nally, the Natural Semantic Metalanguage outlined in
section 4 may be useful to facilitate an initial under-
standing of the semantics of the FIPA CAL, as a lan-
guage that “mediates” between unrestricted natural
language descriptions and the logical language SL.
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